VPC		Virtual Private Cloud
5 VPC per region per AWS account
CIDR Block 	Classless Inter-domain Routing
VPC requires:
· Name
· Range of CIDR Block addresses

Subnets:
Subnet resides within VPC
Allows VPC to be segregated into multiple networks
Public & Private subnets

Public:
· Anything in Public subnet accessible from Internet
· Web server (e.g.) has 2 IPs – internal and internet facing
· VPC must have Internet Gateway (IGW) to allow access to Public subnet
· To give access to Internet must have route table in public subnet – default target (0.0.0.0/0) points at IGW

Private:
· Anything in Private subnet not accessible from Internet

“local” route allows all subnets within VPC to talk to each other
Until default route, to IGW, added subnet is (effectively) private

Subnet must be created within AZ in region – can (best practice) deploy vpc across AZs within region

251 addresses available in /24 subnet – can’t use:
· .0	Network #
· .1	AWS routing
· .2	AWS DNS
· .3	AWS Future Use
· .255	Broadcast

NACL Network Access Control List:
Stateless
NACL limits traffic to/from subnet
e.g. If web-servers in subnet might limit inbound to HTTP & HTTPS
Rules are processed in order – first match is actioned
Remember to add default Deny rule
Inbound and Outbound rule lists

Security Groups:
Stateful
Instance (type of component – e.g. DB) level – not subnet (NACL)
Rule present – allowed
No rule – denied

NAT Gateway:
Private subnet
e.g. Keep OS updated
NAT Gateway:
· Sits in Public subnet
· Has Elastic IP (EIP)
Add route, to private subnet, with route to NAT Gateway
NAT GW only handles internal-external connections – denies all incoming



Bastion Hosts:
Effectively “Jump Host”
EC2 instances in private subnet – want to access via Internet – can be done using Bastion Host
Bastion host:
· Sits within Public subnet – needs to be hardened / secure / tightened down
· Security Group only allows ssh – possibly from specific external IPs
· Need to add Security Group to allow Bastion Host to access EC2 instances in private subnet
Private keys, to access private instances:
· Don’t store on Bastion Host
· Engineer should install “SSH Agent Forwarding” on local machine – storing keys on local (home) machine

VPN Connections:
Private subnet
AWS: Virtual Gateway (VGW)
Client: Customer Gateway (CGW)
Customer Gateway initiates VPN Tunnel to Virtual Gateway
VPN Tunnel terminates after 10 secs of inactivity – use pings to keep open

Need to add to route table in private network – target is VGW
e.g. 192.168.0.0/16 -> vgw-…….

If CGW supports BGP (Border Gateway Protocol) supports dynamic routing (desirable)

Direct Connect:
Similar to VPN … but uses private line instead of Internet
Connects to AWS Region (not individual DC)
Allows access to AWS private (e.g. VPC) and public (e.g. S3) resources
Private subnet still needs VGW 

Virtual Private Interface: -> VGW
Virtual Public Interface: -> Public AWS resources

Client Data Centre -> DC Location -> AWS Region

1-10Gbits/s

VPC Peering:
Intra, or inter, region link between VPCs
1:1 connection only – cannot hop VPC1 – VPC2 – VPC3 … would need peering VPC1 – VPC3
Not possible if VPCs have overlap of IP range

One VPC is “requestor”, other is “acceptor”

VPCs must both have routing table updated
e.g. 172.31.0.0/16 -> pcx-…..
PCX == Peering Connection

Also need to update VPC Security Groups









Transit Gateway:
Combination of:
· VPC Peering
· VPN Connections
· Direct Connect
EXCEPT 1:Many – via a central hub

Elastic IPs (EIP):
EIP is persistent public IP address associated with AWS account
Can detach EIP from instance and attach to new instance
Cost incurred if no instance using EIP
If EIP assigned to instance that already has public IP then public IP is returned to AWS pool and EIP used instead
EIP Regional

Elastic Network Interfaces (ENI):
Logical virtual network card within VPC
EC2 Instances have default network I/F eth0
Can attach ENI to EC2 instance
EC2 Instance types have different number of ENIs that can be attached

Elastic Network Adapter (ENA):
Custom Interface used to optimise network interfaces – up to 100G
Only supported on sub-set of EC2 instance types
No cost
Enabled when ENA module instance and enaSupport enabled on instance

VPC Endpoints:
· Interface Endpoints
· ENIs placed in private network – uses Private Link
· When created a DNS hostname is created and associated with private hosted zone in VPC
· Gateway Endpoints
· Target used to reach supported services – currently: S3 & DynamoDB
· Only work with IPv4

AWS Global Accelerator:
Not regional
UDP & TCP traffic to application more quickly and reliably – without going over Internet
Can be mapped to different endpoints in different regions

· Give accelerator a name / Select 2 IP addresses
· Create a listener
· Associate listener with endpoint group
· Associate and register endpoints for application

Amazon Route 53:
DNS service used by AWS
Hosted Zone: Container that holds information about how traffic should be routed for a domain:
· Public Hosted Zone: Determines how traffic should be routed on internet
· Private Hosted Zone: For VPC determines how traffic routed within Amazon VPC

Domain Type:
· Generic Top-Level Domains (e.g. .watch .clothing …)
· Geographic Domains (e.g. .uk .com.au)
· Resource Record Type


Routing Policies:
· Simple		Default / single resources
· Failover		Redirect if primary of not healthy
· Geo-Location	Traffic routed based on location of user
· Geoproximity	Location of both user and resources
· Latency		Routes based on lowest latency requests
· Multivalue Answer	List of healthy resources
· Weighted	Split load across resources – depending on weighting assigned

[bookmark: _GoBack]‘A’ record like a CNAME – i.e. an alias

Amazon CloudFront:
AWS fault-tolerant, globally scalable content delivery network service
Content requests are routed to closest edge to users location

Does not provide durability of data.

AWS edge locations deployed in major cirites across the globe.
e.g. EC2 & S3 located in Ohio, customer in Europe

· Web distribution	Speed up distribution of static & dynamic content
· RTMP distribution	Distribute streamed media with Adobe Flash RTMP protocol
RTMP content can only exist within S3 bucket – not EC2 web server

Need to specify ORIGIN location
Caching policy at edge
Behaviour – which edge locations
Also:
· Specify firewall if required
· Add encryption

Additional security by associating OAI (origin access identity)
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