Amazon CloudWatch:
Global service to give window into health & perf of environment
Monitor / review performance
Can trigger automated responses
· Dashboards
· Build and customise dashboard
· From multiple different regions on same dashboard
· Can be shared
· Metrics and Anomaly Detection
· Monitor specific element of app / resource over time
· Different services offer different metrics
· Default: Everyone has access to free metrics – collated over 5 mins  (for fee more detailed monitoring available for fee)
· Customer created metrics are regional
· Machine Learning alogrithms against metrics – detect values outside norm
· Alarms
· Implement automatic actions triggered by selected metric
· 3 States:
· OK
· Alarm
· Insufficient data
· EventBridge
· Evolved from Amazon Events
· Connects own application to variety of different targets – allowing real-time monitoring
· Event: Anything that causes change to environment or application.
· Allows implementation of event driven architecture in real-time decoupled environment
· Targets available – wide range
· Rules:
· Acts as filter for incoming events and routes events to appropriate target
· Targets:
· Events received in JSON format
· Event Bus:
· Component that received Event
· Logs
· Centralised location for all logs
· Utilise Insights to monitor in real-time / filter
· Unified CloudWatch Agent: Can collect logs & additional metric data
· Insights
· Types:
· Log Insights
· Can analyse logs, captured by CloudWatch Logs, at scale using interactive queries
· Container Insights
· Collate and group metric data from different container services and apps within AWS
· Also allows capture / monitor diagnostic data 
· Can be analysed at Cluster, Node, Pod and Task level
· Lambda Insights
· Gain deeper understanding of applications using AWS Lambda
· Need per Lambda function monitoring enabled




Logging:
Can determine trends
More is better

AWS CloudTrail:
Service that tracks / records all API requests in AWS account
CloudTrail captures API request as event
· ID of caller
· Timestamp
· Source IP
New log files every 5 mins
Delivered to S3 bucket
Can also be delivered to CloudWatch logs
Thresholds can be set to create alarms

Global service
Support for over 60 AWS services / features

Can be used for:
· Security Analysis
· Resolve day-to-day operational issues
· Track changes to AWS Infra

Core features / Services:
· Trails – building blocks of service
· S3 – Used to store CloudTrail logs
· Logs – Created by CloudTrail, new log every 5 min, once processed delivered to S3
· KMS – option element, allows additional encryption of logs
· SNS – can be used to notify
· CloudWatch Logs – allows logs to be delivered to CloudWatch
· Event Selectors
· Tags – assign metadata to trail
· Events – recorded
· API Activity Filter

Setup Steps:
· Create a Trail: Specify S3 bucket / Option to encrypt / Option to configure SNS / Option to enable log file validation
· Post Creation: Option to deliver CloudTrail logs to CloudWatch / Optiion to create Event Selectors / Option to add tags

Once logged:
· API Activity Filter can be used to quickly find specific type of event

Unless KMS used SSE used for S3 encryption.




AWS Config:
Questions:
· What resource do we have
· Are there security issues
· How are resources linked
· History of changes in resources
· Infrastructure compliant
· Accurate auditing information

Designed to record & capture config changes
· Capture resource changes	CI Configuration Item
· Act as resource inventory
· Store config history
· Provide snapshot of configs at a point in time
· Notify of changes – uses SNS
· Provide info on who made change, and when, - integration with AWS CloudTRail
· Use rules to check compliance
· Security Analysis
· Identity Relationships – good drawing showing relationshipsData
Data presented in friendly manner

Region specific
Separate option to include Global settings



Key Components:
· AWS Resources
· Classed as objects which can be created / updated / deleted
· Configuration Item
· JSON file which holds config / relationship / metadata about a resource
· Created every time resource has change – also checks resources with relationship
· Sent to SNS topic (config stream)
· Configuration Stream
· When create / update / delete done new CI sent to configuration stream (SNS topic)
· Can be used on other events – history files delivers / snapshots started / …
· Configuration History
· Uses CIs to produce history of changes
· Configuration Snapshot
· Uses Cis
· Takes point in time snapshot of all supported resources in region
· Can be sent to S3 bucket / viewed in mgmt console
· Configuration Recorder
· Responsible for recording all change and generating CIs
· Default enabled when AWS Config configured
· Configuration Rules
· Help enforce specific compliance controls
· Each rule is lambda function – checks compliance of any config changes – sends alerts via SNS
· Simply alerts – doesn’t prevent non-compliant changes
· Customer and Predefined rules available
· Can be used for maintaining security checks
· Resource Relationship
· Identifies relationships between resources
· Allows AWS Config to build logical mapping of resources and how they are “connected”
· SNS Topic
· Used as a transport for alerts
· S3 Bucket
· Used to store all Config History files (created every 6 hours) and Snapshots
· AWS Config Permissions
· When setting up AWS Config need to setup an IAM Role




AWS Organisations:
Big clients require multiple AWS Accounts
More accounts == more distributed environment / increased security risks
AWS Organisations allows multiple accounts to be grouped and managed together
Hierarchy:
· Organisations
· Root – sits at top of tree
· Organisational Units – categorise (group) specific accounts / OUs can be nested
· Accounts
· Service Control Policies – What services / resources available via Account – max perms for account

Setup:
· Start with AWS master account – can create accounts / invite other accounts / remove accounts / apply security policies
· AWS master account then creates Organisation

SCP – Service Control Policies:
Don’t grant access
Restrictions set boundaries for all accounts within organisation (unit)

Need to enable SCPs from the root account

Master account not affected by SCPs


CloudWatch Logging Agent:
CloudWatch is monitoring service – collate & collect metrics on resources, monitor performance and respond to alerts

Unified CloudWatch Agent:
· Allows collection of logs from EC2 instances as well as on-prem servers (in addition to 
Installation:
· Create Role and attach to instance
· Role to install and send metrics to CloudWatch
· Role to communicate with Parameter store within SSM (EC2 Systems Management Service)
· Download and install agent
· Configure and start

EC2 SSM – SystemS Management - Systems Management Service


CloudTrail Logging:
Service which has primary function of logging all AWS API calls (SDK / CLI / Mgmt Console / Other AWS services)
Captures API call as “event” and records in a log file in S2 bucket (id of caller, timestamp, source IP)

Log file:
· JSON format
· New logs created every 5 mins – not delivered to S3 bucket for ~15 mins
· Option to deliver to CloudWatch as well
· Can have logs from multiple accounts into same S3 bucket

Feature called “log file integrity validation” – ensures no-one has modified log file since CloudTrail delivered the file.
Done by creating a hash.  Hashes stored in digest file.



CloudWatch & CouldTrail together:
CloudTrail logs can be sent to CloudWatch logs.
Allows metrics to be configured – e.g. 
· Alerts when certain API calls made
· EC2 instances created, stopped, rebooted, terminated
· Changes to security policies
· Failed login attempts to Mgmt Console
· API calls that fail authorization

Configure:
· Create CloudTrail to use CloudWatch
· Configure new trail to use existing CloidWatch log group – or create new one
· Allow CloudTrail to create a new log group
Roles & Polices required:
· CloudTrail needs to be able to CreateLogStream and PutLogEvents (sent to CloudWatch) – CloudTrail_CloudWatchLogs_Role
· Log events have size limitation of 256K
Analysis (CloudWatch):
· Configure and add metric filters
· Create filter pattern


CloudFront Access Logs:
Speeds up distribution of static and dynamic content via worldwide edge locations
Logs are stored in S3
No charges for enabling logging – but charged for S3 storage
Single file for each CloudFront distribution
1-24 hour delay in delivery to S3

Permissions needed:
· Must have full control for S3 bucket / GetBucketAcl / PutBucketAcl





VPC Flow Logs:
Capture IP traffic info for flows within VPC
Resolve incidents
Spot traffic reaching dests. that should be prohibited

Data sent to CloudWatch Logs

Limitations:
VPC peered connection can only see flow within account
Once Flow Log created cannot be changed
Not captured:
· DHCP
· Traffic destined for Amazon DNS servers
· Traffic to IP addresses for VPC router
· Relating to Windows activation licence
· Network Load Balancer and Endpoint Network Interface

Can setup flow log for:
· Network interface on instances
· Subnet within VPC
· VPC itself

IAM Role is required to deliver data to CloudWatch group


Exam Prep:
Dashboards – Customisable visualisation
Metrics
States: OK / ALARM / INSUFFICIENT DATA
CloudWatch Logs – centralised location to house all logs from different AWS services – data sent to log stream
CloudWatch Agent – collects log and additional metrics from EC2 instances

Default monitoring every 5 mins
Detailed monitoring every minute

Alarms can trigger actions

Events related to EventBridge – real-time monitoring

AWS Config does not look at Identity and access change – e.g. IAM
Looks at Resources


AWS CloudWatch: Monitor health of different resources, set alerta, gather metrics
AWS CloudTrail: Capture API calls being made across your AWS account
AWS Config: Monitor, manage and access configurational state of your resources
[bookmark: _GoBack]AWS Organisations: Setup management and security controls across multi-AWS accounts
VPC Flow Logs: Capture network traffic at an interface, subnet or VPC level and review logs in CloudWatch
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Amazon CloudWatch: 

Global service to give window into health & perf of environment 

Monitor / review performance 

Can trigger automated responses 

 Dashboards 

o Build and customise dashboard 

o From multiple different regions on same dashboard 

o Can be shared 

 Metrics and Anomaly Detection 

o Monitor specific element of app / resource over time 

o Different services offer different metrics 

o Default: Everyone has access to free metrics – collated over 5 mins  (for fee more detailed 

monitoring available for fee) 

o Customer created metrics are regional 

o Machine Learning alogrithms against metrics – detect values outside norm 

 Alarms 

o Implement automatic actions triggered by selected metric 

o 3 States: 

 OK 

 Alarm 

 Insufficient data 

 EventBridge 

o Evolved from Amazon Events 

o Connects own application to variety of different targets – allowing real-time monitoring 

o Event: Anything that causes change to environment or application. 

o Allows implementation of event driven architecture in real-time decoupled environment 

o Targets available – wide range 

o Rules: 

 Acts as filter for incoming events and routes events to appropriate target 

o Targets: 

 Events received in JSON format 

o Event Bus: 

 Component that received Event 

 Logs 

o Centralised location for all logs 

o Utilise Insights to monitor in real-time / filter 

o Unified CloudWatch Agent: Can collect logs & additional metric data 

 Insights 

o Types: 

 Log Insights 

 Can analyse logs, captured by CloudWatch Logs, at scale using interactive queries 

 Container Insights 

 Collate and group metric data from different container services and apps within 

AWS 

 Also allows capture / monitor diagnostic data  

 Can be analysed at Cluster, Node, Pod and Task level 

 Lambda Insights 

 Gain deeper understanding of applications using AWS Lambda 

 Need per Lambda function monitoring enabled 

 

 

  

