Disaster Recovery:
RTO	Recovery Time Objective	Restore to service level / normal operations
RPO	Recovery Point Objective	Acceptable amount of data loss – i.e. time data not captured
					e.g. if failure at 12:00 and RPO is 1:00 acceptable to lose data 11:00-12:00

Backup & Restore:
· Stored as Virtual Tape Library
· Backup: Ensure appropriate retention policy / security policies/ regularly test
Pilot Light:
· Mirrored data
· Scripted rebuild – ensure all custom packages available
· Machine images need to be maintained / patched for failover
· Machines need regular testing
· Auto-scale up to production
Warm Standby:
· Mirrored data
· Ready to go – all key services running in minimal footprint
· During recovery scaled up to production 
· DNS re-routes
Multi-site:
· Hot-standby
· Data and servers mirrored
· Requests sent to both sites – responded to only from active

Failback:
· MUST test data before failback – data replication needs to be reversed

Replication:
· Distance – larger distances involve latency / jitter
· Bandwidth
· Data rate required by application
· Replication technology – parallel for efficient network usage

Synchronous vs Asynchronous
· Synchronous	Atomic write to both (all) stores
· Asynchronous	Atomic write to PRIMARY then copied to BACKUP(s) as resources allow



High Availability vs Fault Tolerance:
HA	Provide SLA % Uptime
	e.g. 2 x AZ with 2 x AZ
FT	Uptime increase
e.g. 2 x Region with 2 x AZ with 2 x EC2

FT costs morePeta
FT system is implicitly HA
HA systems not always FT


AWS DR Storage Solution – Considerations:
How to get data in/out of AWS
· Direct Connect
· VPN
· Internet Connection

Large Data Transfer:
· AWS Snowball:	Physical appliance at customer site / data locally stored before upload
· AWS Snowmobile: PetaByte transfer / 45 foot container on semi-trailer

Storage Gateway:
· Software Appliance installed on-prem
· Offers options for moving data into AWS

How quickly need data back?
· Depends on RTO
· S3 – immediate access / Glacier – hours

How much data import/export?
· Calculate data transfer rate
· Check capacity available in AWS storage solution
· Check how transferred

Durability & Availability:
· S3:	Standard / Infrequent Access (delayed access) / Glacier (no immediate access)

Security:
· Governance / compliance requirements?
· Encryption – in transit and at rest
· Understand ALL security controls available

Compliance:
· Local laws
· AWS Artifact – AWS compliance reports




AWS S3 as Data Backup Solution:
1 Byte – 5TB

Classes:
· Standard		99.999999999% Durability / 99.99% Availability
Multiple security features
Data Management Capabilities – lifecycle policy
· Infrequent Access	99.999999999% Durability / 99.9% Availability
Takes longer to retrieve
· Glacier			99.999999999% Durability / N/A Availability
Archives
Up to 40TB
Vault Locks – WORM control
Can take minutes – hours to retrieve data
· Expedited	1-5 minutes / < 250MB
· Standard	3-5 hours
· Bulk		5-12 hours / PetaBytes of data

Cross Region Replication:
· Needs explicit configuration
· Reduces latency of data retrieval
· Compliance where minimum distance required between stores

Performance:
· Uploading > 100MB should use multi-part upload / allows one large object to be broken down into smaller parts / S2 re-assembles once all uploaded / Interruption recovery is simpler

Security:
· IAM Policies
· Bucket Policies
· ACLs
· Lifecycle Policies
· MFA Delete	Multi-Factor Authentication Delete
· Versioning	Recover from misuse / accidental deletion
No reason to configure buckets as public


AWS Snowball for Data Transfer:
Securely transfer large amounts of data in/out of AWS
Physical device known as snowball – 50TB or 80TB
High speed data transfer – RJ45 / SFP+ Copper / SFP+ Optical
All transferred data encrypted using 256bit KMS keys
End to End tracking of appliance using E Ink
AWS Snowball is HIPAA compliant (protected health data)

Data Aggregation across multiple snowballs

If data retrieval will take > 1 week using network then snowball should be used

Process:
· Create export job
· Receive delivery of appliance
· Connect appliance to on-prem network
· Transfer data – get credentials via AWS management console
· Return appliance

AWS Storage Gateway for on-prem data backup:
Storage Gateway is software appliance installed on-prem that provides interface between AWS and on-prem storage.

File / Volume / Tape gateway configuration

File Gateway:
· Securely store files as objects withing S3
· Mount, or map, drives to an S3 bucket – present bucket as file system for local use
· Local cache as well

Stored Volume Gateways:
· Backup local storage volumes to S3
· Entire local data set remains on-prem (in NAS/SAN/DAS)
· Asynchronously copies local data to S3 as snapshots
· 1GB-16TB per volume
· Each gateway can manage 32 volumes
· Sent over encrypted SSL channel
· Snapshots stored as incremental EBS snapshots in S3

Cached Volume Gateways:
· [bookmark: _GoBack]Primary storage S3 (as opposed to on-prem NAS/SAN/DAS)
· Local cache for recently accessed data
· Each volume up to 32TB
· Gateway can support 32 cached volumes

Virtual Tape Library Gateway:
· Backup on-prem data to S3
· Made of Storage Gateway / Virtual Tapes / Virtual Tape Library 
· Presented to on-prem backup as 10 x tape drives + media changer – iSCSI
· Virtual tapes can be archived to Glacier



RDS Multi-AZ:
Standby configured in different AZ within same region.
NOTE: Not same as read replica

Replication synchronous

RDS uses failover on Oracle, MySQL, MAriaDB and PostgrSQL
RDS failover automatic and managed by AWS
DNS record updated 60-120secs
· Patching / Host Failure / AZ failure / Instance Reboot / DB instance class modified

Event:
· Notified by SNS / SMS
· Recorded in management console

SQL Server:
· SQL Server Mirroring
· Both primary and secondary use same endpoint – mirror manages transfer
· Need DB subnet spread across (min) 2 AZ

Amazon Aurora:
· Fault tolerant by default
· Data copied / replicated across multiple AZ within region
· Recovery from loss of AZ up to 10 min
· If multi-AZ configured within cluster recovery time reduced 


RDS Read Replicas:
Not used for resiliency or secondary in event of failover

Snapshot is taken of primary / read replica created
Replication asynchronous

More than one read replica can be deployed for each primary database

Possible to deploy read replica in different region

Read replica can be used when primary db has i/o suspended

Read replica can take over as primary (depends on DB type)




Aurora HA Option:
Separates Compute and Storage layers

Aurora storage layer makes 6 copies, across 3 AZ, in the region.
Read replicas simply access same storage layer as primary

Uses quorum and gossip protocol to copy data across stores

Aurora only available in regions where >= 3 AZs

In event master goes offline either:
· Will promote replica to master
· Start new master

Cluster endpoint:	Points at primary 
Reader endpoint:	Shares load across read replicas
Custom endpoint:	Can be configured to point at combinations of primary & replicas
Instance endpoint:

Connection endpoint load balancing implemented using Route 53 DNS


Aurora Single Master – Multiple Read Replicas:
Single master can have up to 15 read replicas
Asynchronous replication (almost instantaneous)

Read replicas can be across:
· Multiple AZs within VPC
· Configured as cross-region

Stopped / Started as cluster

Daily backups automatic – default retention of 1 day
Manual snapshots stored indefinitely


Aurora Multi-Master:
No need for failover
Max 2 masters
Cannot add read replicas to multi-master cluster
Client must implement load balancing logic


Aurora Serverless:
Single connection endpoint
Web Service Data API – only available for Aurora Serverless
Continuous automated backup – default retention 1 day

AWS Secrets?


AWS DynamoDB HA Options:
NoSQL

Partitions are stored on numerous backend servers across 3 AZ

Possible to configure cross-region replication 
Known as Global Tables


DynamoDB On-Demand Backup and Restore:
Effectively snapshots

Can be scheduled

Remain in account until explicitly requested for deletion



DynamoDB Point in Time Recovery:
Enhanced on-demand backup
With PITR in place can simply restore back to specified time
Works at table level
Any time in past 35 days
Needs to be enabled – disabled by default
Restoration into new table (name required)
Can be done cross-region


DynamoDB Accelerator (DAX):
In memory cache – up to 10x faster
Highly scaleable – millions of requests / second

Needs multi-node cluster with minimum of 3 nodes – up to max of 10 (1 primary / 9 read replicas)

DAX supports encryption at rest

DAX is separate entity – sits within VPC

DAX client needs to be installed on EC2 clients

TCP port 8111 needs to be open on inbound rules set

Write requests written to DynamoDB first – then DAX cache

DAX does not process any table operations


Exam Prep:
AWS Datasync: Automated, simple way of moving on-prem data into AWS

AWS Database Migration Service: Aids migration of on-prem DB to AWS RDS

Storage:
· Consider ephemeral for speed
· EBS persistent max perf
· S3 best durability
· EFS & FSx file storage
· DB Clusters: EBS multi-attach feature – up to 16 nitro instances
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Disaster Recovery: 

RTO Recovery Time Objective Restore to service level / normal operations 

RPO Recovery Point Objective Acceptable amount of data loss – i.e. time data not captured 

     e.g. if failure at 12:00 and RPO is 1:00 acceptable to lose data 11:00-12:00 

 

Backup & Restore: 

 Stored as Virtual Tape Library 

 Backup: Ensure appropriate retention policy / security policies/ regularly test 

Pilot Light: 

 Mirrored data 

 Scripted rebuild – ensure all custom packages available 

 Machine images need to be maintained / patched for failover 

 Machines need regular testing 

 Auto-scale up to production 

Warm Standby: 

 Mirrored data 

 Ready to go – all key services running in minimal footprint 

 During recovery scaled up to production  

 DNS re-routes 

Multi-site: 

 Hot-standby 

 Data and servers mirrored 

 Requests sent to both sites – responded to only from active 

 

Failback: 

 MUST test data before failback – data replication needs to be reversed 

 

Replication: 

 Distance – larger distances involve latency / jitter 

 Bandwidth 

 Data rate required by application 

 Replication technology – parallel for efficient network usage 

 

Synchronous vs Asynchronous 

 Synchronous Atomic write to both (all) stores 

 Asynchronous Atomic write to PRIMARY then copied to BACKUP(s) as resources allow 

 

  

