Amazon RDS:	Amazon Relational Database Service

Managed Service
· Backup
· Patching

DB Engines:
· MySQL		Considered preferred
· MariaDB	Community Developed MySQL
· PostgreSQL	Close second to MySQL
· Amazon Aurora	Amazon fork of MySQL		Faster / Cheaper
· Oracle
· SQL Server	MS Database

Different compute instances available: GP vs Memory Optimised

Can deploy in single AZ or across Multi AZ:
· Separate instance deployed in different AZ in same region
· Synchronous replication
· 60-120 secs failover – DNS automatically points to secondary instance
· Patching of primary
· Host Failure of pimary
· AZ fails for primary
· Reboot of primary

Storage AutoScaling:	
· MySQL, PostgrSQL, MariaDB, Orcale & SQL Server all use EBS (Elastic Block Storage)
· GP SSD Storage – Min 20 GB, Max 64TB (SQL Server 16)
· Provisioned IOPS (SSD) storage – good for very high I/O, Min 100GB, Max 64 TB
· Magnetic Storage – backwards compatibility only
· Amazon Aurora uses Share Cluster Storage

Compute Scaling:
· Vertical		Change size of instance
· Horizontal	More instances – read replica
Read replica has async link to Primary

Automated Services:
· Patchings
· Automated Backups
Have no access to underlying OS on which DB runs

Amazon RDS is “Container Service”

Backup to Amazon S3
Snapshots (manual backups) at any time





Amazon DynamoDB
NoSQL database
Key Value store
Access using keys and/or indexes
Single digit latency

Fully managed service (like Amazon RDS)

Simply setup tables and specify provisioned I/O per table

Tables are schemaless

Indexes:
· Each query can only use one index
· Each query must specify index to use
· Global and Local

Charged based on read / write provisioned capacity
Default 5 read / 5 write
· Provisioned:	Set number of reads/writes per second
· On-Demand:	Not as cost effective / use when workload unknown

Advantages:
· Fully Managed
· Schemaless – data model can changed to fit needs
· Highly available – automatically replicated across 3 AZ
· Fast – independent of size

Disadvantages:
· Automatically replicated – usually quick … but may take longer / query could return old data
· Queries not as flexible as SQL – done for performance reasons
· Workflow limitations – max record size (400K) / 20 global & 5 secondary indexes per table
· Provisioned throughput



Amazon ElastiCache:
Simplify deploy, operate and scale opensource in-memory data stores in the cloud
Faster than disk based solutions

e.g Web application
Simple to scale vertically (add more web servers)
Cheaper to add more memory

Engines:
· Amazon ElastiCache for Memcached
· [bookmark: _GoBack]High perf, sub-ms, Memcached compatible, in-memory, key-value store, simpler, cheaper
· Amazon ElastiCache for Redis
· In-memory data store for high perf, sub-ms latency, huge scale

Redis generally more robust
Memcachedd simpler 

Redis supports cluster mode – each cluster can have up to 90 shards

Nodes: Fixed sized chunk of secure network-attached RAM
Shard: Redis shard (node group) is group of up to 6 ElastiCache nodes
Redis Cluster: Group of 1-90 Redis shards
Memcached Cluster: Collection of 1, or more, cache nodes

Common Use Cases:
Online gaming – statistical info
Social networks – session management
Realtime Analytics – allows use with other Amazon services

When best to use something else:
· Data persistence not present
· Scaling read-only front ends
· Good for development



Amazon Neptune:
Fast, reliable, secure, graph database service

Graph / explore relationships between inter-connected data sets

Use Cases:
· Social networking
· Security / Fraud detection
· Recommendation Engines

Query Languages:
· Apache Tinkerpop Gremlin
· World Wide Web Consortium SPARQL

Cluster:
Single, or multiple, instances across AZs
Collection of SSDs – up to 64TB
Each cluster maintains at least 3 copies across AZs
Storage auto-repair automatically repairs bad sectors on SSDs – using data from other replicas
Primary – R/W, Replicas – RO
Max 15 replicas per cluster
Primary fails – Replica promoted to primary (30 secs)
Synchronous replication

Endpoints:
· Cluster: Points directly to primary DB instance / used for R/W access
· Reader: RO clients / only single reader endpoint per cluster / round-robin allocation to replicas – not load balance
· Instance: Every instance will have unique endpoint / can be used for load balancing

Failover priority allows indication of which replica should take over in event of primary failure.

Amazon Redshift:
Fast, fully managed, petabyte scale data warehouse

Access using standard business tools & SQL

Based on PostgreSQL

Data warehouse used to consolidate data from various stores – allowing analysis / reporting

Operations:
· Data Cleansing
· Extract / Transform / Load (ETL) … basically collecting / collating data and loading it into the data warehouse

Components:
· Cluster: Core component / redshift engine / group of compute nodes (1 or more) / leader node if more than one node / leader co-ordinates compute nodes with external application operations
· Compute Nodes: Split into node slices / allows parallel processing of queries

Performance:
· Massively Parallel Processing – Leader can distribute query across compute nodes
· Columnar Data Storage – Reduces disk i/o
· Result Caching – Caches results of some queries – later matching queries satisfied from cache

Up to 10 differenct IAM roles per cluster



RDS Purchasing:
Payment Plans:
· On-Demand Instances
· Launched at any time
· Price depends on resources – priced on CPU time / min 10 minute charge
· Additional cost for multi-AZ (typically double)
· On-Demand Instances with Bring your own Licence (Oracle only)
· Reserved Instances
· Discount – set criteria (as much as 75%)
· Purchased in 1, or 3, year timescales
· All upfront (cheapest), partial upfront, no upfront 
· Reserved Instances with Bring your own Licence (Oracle only)
· Serverless (Aurora only)

Aurora has different prices for:
· MySQL vs PostgreSQL compatibility
· Serverless

Oracle – depends on version (SE1 or SE2)

SQL Server – depends on edition (Express / Web / Standard)

Bring Your Own Licence - Use pre-existing (owned) licences / price varies with version (Standard, SE1, SE2, Enterprise)



Storage & I/O Pricing:
Aurora uses cluster storage
Others use EBS

EBS:
· GP SSD Storage		Cost effective
· Provisioned IOPS SSD	High I/O 8000 – 80,000 IOPS / Priced based on size and IO provisioned
· Magnetic

Priced per GB month:	Amount provisioned and for how long and how much

Aurora: Only priced for storage used + IOs processed



Backup Storage Pricing:
No charge up to size of provisioned storage already paid for within region.
Anything over: $0.10 per GB-month


Backtrack Storage Pricing:
Only available in MySQL compatible Aurora.

Based on: Length of backtrack and number of change records


Snapshots:
Charge per GB of snapshot
Encryption can cause extra costs


Data Transfer Pricing:
· In from internet				Free
· Out to internet				Charged by GB – per GB reduces as volume increases
· Out to CloudFront			Free
· Out to AWS Regions			Small charge per GB – flat fee
· Out to EC2 (same region)		Free
· Between AZ				Free
· Between EC2 instance and RDS instance in different AZ of same region
Flat rate per GB
· Snapshot copy transferred to different region
Flat rate per GB

Same across engines
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